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LAW
CASES

ey

https://www.lesaonline.org/family-law-25-discover-the-latest-case-law/



0r QuEBsLAG
Legal Case Retrieval Workflow
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Legal Cases

Lafond v. Muskeg Lake Cree Nation (2008), 330 — Parties: plaintiff & defendant
F.T.R. 60 (FC)

Summary:

Lafond was elected as a councillor to the Muskeg Lake
Cree Nation Band Council. After receiving complaints
regarding Lafond, the band's chief suspended Lafond
from his duties. Lafond sought judicial review.

Case Summaries

(Not every case)

In the recent decision of FRAGMENT_SUPPRESSED, . (Citation
the Federal Court of Appeal, when confronted with a

jurisdictional challenge where a Chief had been

removed from office, noted that:

For these reasons, the application for judicial review of

Chief Ledoux's decision will be allowed. — Judgement
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Related Work in Information Retrieval

e Sparse Retrieval
— TF-IDF [1]
— BM25 [2]
— LMIR [3]

[1] Gerard Salton and Christopher Buckley. “Term-weighting approaches in automatic text retrieval”, Information Processing & Management, 1988 9
[2] Stephen E Robertson and Steve Walker, “Some simple effective approximations to the 2-poisson model for probabilistic weighted retrieval”, In SIGIR, 1994
[3] Fei Song and W Bruce Croft, “A general language model for information retrieval”, In CIKM,1999
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Related Work in Information Retrieval

°* Dense Retrieval 1.1

— Sentence-BERT [4] : ?
cosine-sim(u, v)

Sentence embedding of a
query interacts with sentence /\

embedding of a document. y v
A A
pooling pooling
4 4
BERT BERT

f f
Sentence A Sentence B

10
[4] Nils Reimers, Iryna Gurevych, “Sentence BERT: Sentence Embeddings using Siamese BERT-Networks”, In EMNLP, 2019
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Related Work in Information Retrieval
°* Dense Retrieval
— ColBERT [5] :

Every word embedding of a
query interacts with all word
embeddings of a document.

Query Document

11
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Summary

* Pros
— High accuracy on normal IR tasks

— Easy to apply on LCR

°*Cons
— No legal expert knowledge

— For sparse retrieval: No semantic, which is very important for revealing
legal relationship

— For dense retrieval: Cases are too long to directly utilized dense information
retrieval models.

12



Related Work in Legal Case Retrieval
° Legal pre-trained model
— LEGAL-BERT [6] :
* Pretrained with a large number of English legal corpus
« 12 GB of diverse English legal text

 Totally 355k pieces of UK legislation, European legislation and us court
cases, etc.

13
[6] llias Chalkidis, Manos Fergadiotis, Prodromos Malakasiotis, Nikolaos Aletras, lon Androutsopoulos, "LEGAL-BERT: The Muppets straight out of Law School", In EMNLP (Findings), 2020



Related Work in Legal Case Retrieval

° Legal pre-trained model
— Lawformer [7] :
* Pretrained with Chinese legal corpus
« Based model: Longformer

« Combination of the three types of attention mechanism

[CLs] - & &% , & [E Kk # % X -+ [SEP]
Sliding Window Dilated Global
Sliding Window

[7] Chaojun Xiao, Xueyu Hu, Zhiyuan Liu, Cunchao Tu and Maosong Sun, “Lawformer: A pre-trained language model for chinese legal long documents”, Al Open, 2021
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Related Work in Legal Case Retrieval

* Bert-based model

BERT-PLI [8] s
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15
[8] Yunqiu Shao, Jiaxin Mao, Yiqun Liu, Weizhi Ma, Ken Satoh, Min Zhang and Shaoping Ma, “BERT-PLI: Modeling Paragraph-Level Interactions for Legal Case Retrieval”, In IJCAI, 2020
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Related Work in Legal Case Retrieval

* Bert-based model o e .
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16
[9] Haitao Li, Qingyao Ai, Jia Chen, Qian Dong, Yueyue Wu, Yiqun Liu, Chong Chen, Qi Tian, "SAILER: Structure-aware Pre-trained Language Model for Legal Case Retrieval", In SIGIR, 2023
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Summary

° Pros
— Better accuracy with semantics by legal corpus pre-training

— Dividing case text for lengthy problem

°*Cons

— Case text dividing = loss of legal context information & case global view

17



THE UNIVERSITY
OF QUEENSLAND
Research 1

PromptCase:
Prompt-based effective input reformulation
for legal case retrieval
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Challenges

* Determining factors of relevant cases:

Finding N, whole
relevant é text
o matching

£

v —| alignment
¥ — | of key legal
Y —1 features

* Input limitation of language models:
Case needs to be truncated or divided into paragraphs

—> Loss of legal information

19
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* Legal facts and legal issues are considered as the determining factors:
— Legal facts: Detailed process of a case - Case summary

— Legal issues: Dispute points between the parties - Precedents / Charges

* Identify legal facts and legal issues = Feed into language model

i

CUse prompt to preserve legal context:\

— “The legal facts are: ” + legal facts

— “The legal issues are: ” + legal issues

- /

20
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PromptCase Framework

€.
r-r-+{GhatGPT S
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Experiment Setting: Datasets

* English: COLIEE2023 [10]

Lafond v. Muskeg Lake Cree Nation (2008), 330 F.T.R. 60 (FC)

BACKGROUND

On February 13, 2006, the applicant was elected as a councillor to the
MLCN Band Council for a term of three years. The respondent Band is
located in the province of Saskatchewan and has reserve land ...

ANALYSIS

Does this Court have jurisdiction over the present application?

In order to determine the jurisdiction of the Federal Court in this matter,
it is imperative to... Indeed this was recognized by the Federal Court of
Appeal in FRAGMENT SUPPRESSED, where it held that

FRAGMENT_ SUPPRESSED... Respecting the Government Elections and
Related Regulations of the Muskeg Lake Cree Nation (the Election Act) ...

ORDER
For these reasons, the application for judicial review of Chief Ledoux's
decision will be allowed.

[10] https://sites.ualberta.ca/~rabelo/COLIEE2023/

* Chinese: LeCaRD [11]

FHAMBBMAIRS—3 (Case name)

ZHEXER (Background)

KEMARERESE: 1. 2017 £ 9 B 25 H 22 BfiF, #EAZBM

FEHAFNKEHESEERNEAERER, SETEREREXARK
(AR KE") . 2. 20175 10 B 19 B, #HEAZBMAEEREMN

KEMEHERNEABEREAN, SETE.. SHEERE: 1. 2017 F

9 B 25 H 22 BfiF, WHEAZAMAEERBEAK ..

HHAISITIIIEE (Analysis)

KBNS, WEAZBMSXAMARESRRREZN, EiT0EMNKRE
Bib AIRSTE., KEDARGRRISIENTFEEMIZL, MKEERWEAS
BRRIMESRE. HEAZEMETHRSWATINXIER, FEAg
MERHRT HRFEEENHBBMARSHICTESL, WAHBMEER, &
BHE, RETMNERLTT, WEAZBMERAR ...

HREER (Judgement)
WEAZBIEEBMARSIE, AMERNE, i ARH=F

TTo

22

[11] Yixiao Ma, Yungiu Shao, Yueyue Wu, Yiqun Liu, Ruizhe Zhang, Min Zhang, Shaoping Ma, “LeCaRD: A Legal Case Retrieval Dataset for Chinese Law System”. In SIGIR, 2021
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Experiment Setting

Baselines Metrics Two-stage experiments

* BM25 * Precision * Top 10 retrieved cases by
* BERT [12] e Recall BM25 as the first stage result

* Lawformer °F1
* LEGAL-BERT * Macro F1
* Mono-T5 [13] * Mean Average Precision

(MAP)

* Mean Reciprocal Rank
(MRR)

* Normalized Discounted
Cumulative Gain (NDCG)

* SAILER

[12] Jacob Devlin, Ming-Wei Chang, Kenton Lee, Kristina Toutanova, “BERT: Pre-training of Deep Bidirectional Transformers for Language Understanding”, In NAACL-HLT, 2019 23
[13] Rodrigo Frassetto Nogueira, Zhiying Jiang, Ronak Pradeep, Jimmy Lin, “Document Ranking with a Pretrained Sequence-to-Sequence Model”, In EMNLP (Findings), 2020



Overall Performance

LeCaRD@5

Methods

P@5 R@5 Mi-F1 Ma-F1 MRR@5 MAP NDCG@5
BM25 40.0 19.2 26.0 30.5 58.3 48.5 45.9
+PromptCase|41.3 19.9 26.8 31.7 60.6 58.8 65.2
BERT 38.7 18.6 25.1 26.7 57.4 54.3 61.0
+PromptCase|46.2 22.2 30.0 354 644 61.2 67.9
Lawformer 29.0 13.9 188 195 436 41.9 48.2
+PromptCase|38.9 18.7 25.3 30.7 62.0 59.7 64.0
(- ™)
SAILER 46.7 22.5 30.4 37.1 67.9 654 70.1
kJrPromptCaJse 51.6 24.8 33.5 43.0 71.1 67.6 74.2 J
( Two-stage )
SAILER 47.8 23.0 31.1 36.1 67.3 64.4 70.6
+PromptCase|51.0 24.6 33.2 38.7 70.7 67.9 73.5

* Plug-and-play and improve consistently

THE UNIVERSITY
OF QUEENSLAND
AUSTRALIA

Mothods | COLIEE2023
!P@E') R@5 Mi-F1 Ma-F1 MRR@5 MAP NDCGQ@5

BM25 16.5 30.6 21.4 22.2 23.1 204 23.7
+PromptCase [17.0 31.5 22.1 23.0 24.2  21.6 24.4
BERT 2.07 3.84 2.69 2.57 5.51  5.48 6.25
+PromptCase |2.38 4.42 3.10 3.02 6.33 6.25 7.21
LEGAL-BERT|4.64 8.61 6.03 6.03 114 113 13.6
+PromptCase [4.83 8.96 6.28 6.44 134 134 15.5
MonoT5 0.38 0.70 0.49 047 1.17  1.33 0.61
SAILER 12.8 23.7 16.6 17.0 259 253 29.3
+PromptCase |16.0 29.7 20.8 21.5 32.7 320 36.2
Two-stage

SAILER 19.6 32.6 24.5 23.5 373 36.1 40.8
+PromptCase |21.8 36.3 27.2 26.5 39.9 38.7 44.0

24



PromptCase Case Study
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+ -+ Theft
» Robbery
Defraud
-+ Vandalism

Encroachment

+

+PromptCase‘

Theft
Robbery
Defraud

Vandalism

Encroachment

After utilising PromptCase, case embeddings evenly distributed corresponding

to 5 charges as 5 clusters.

25
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Conclusion of Research 1

« Legal facts and legal issues are determining factors for legal case
retrieval.

 PromptCase effectively encodes the legal features.

26
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Research 2

CaseGNN:
Graph neural networks for legal case
retrieval with text-attributed graphs
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Challenges

« Legal structural information:

— High-order interactions of elements in a case: parties, crime activities
and evidences

* Lengthy legal text limitation:

Datasets LeCaRD COLIEE2023
Language Chinese  English
Avg. length/case 8,275 5,566

Largest length of cases | 99,163 61,965 |
Avg. relevant cases/query| 10.33 2.69

28
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Solution

Graph is an effective data structure to incorporate structural information for
legal cases.

Transform a legal case into a Text-Attributed Case Graph (TACG).

An Edge Graph Attention Layer (EdgeGAT) and a readout function are
proposed to obtain a graph level case representation.
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TACG

\

----- taxpayer

OO

a ealed reassessment :._._ .................................. ]
Vg fact PP O/O V;::sué ..................... o reasonable expectation
faFimer of income from various
\ revenue sources /
Gc,fact Gc,issue
Legal fact: " ...a farmer appealed the Legal issue: " ... reasonable
reassessment of his losses to ... " expectation of income from various

revenue sources to taxpayeris ... "
Case text

30



OF QUENSLAND
CaseGNN Framework

Gc,fact
Casec ., ha.
® - c,fact h Pos

fact — — xg,fact —_— X o = c ’/

w = g \ hieasy-

2 5 O h D—- - ] Easy Neg

- G,issue Q g c,issue V b pard
. B o N e
— s - M ™ Hard Neg

31



Experiment Setting

* Metrics and baselines: follow PromptCase

* Datasets:
— COLIEE2022 [14] and COLIEE2023

— LeCaRD is not used due to no
sufficient foundational and open-
sourced relation extraction tool for
Chinese

[14] https://sites.ualberta.ca/~rabelo/COLIEE2022/

THE UNIVERSITY
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|COLIEE2022| COLIEE2023

Datasets
| train  test | train test
# Query 898 300 | 959 319
# Candidates 4415 1563 | 4400 1335
# Avg. relevant cases | 4.68 4.21 | 4.68 2.69
Avg. length (# token) | 6724 6785 | 6532 5566

Largest length (# token)|127934 85136

127934 61965

32



Overall Performance
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Methods COLIEE2022 COLIEE2023

P@s R@5 Mi-F1  Ma-F1 MRR@5 MAP NDCGQ@5 | P@5 RQ@5 Mi-F1  Ma-F1 MRR@5 MAP NDCGQ@5
One-stage
BM25 17.9 21.2 194 214 23.6 25.4 33.6 16.5 30.6 21.4 22.2 23.1 20.4 23.7
LEGAL-BERT 4.47 5.30 4.85 5.38 7.42 7.47 10.9 4.64 8.61 6.03 6.03 11.4 11.3 13.6
MonoT5 0.71 0.65 0.60 0.79 1.39 141 1.73 0.38 0.70 0.49 0.47 1.17 1.33 0.61
SAILER 16.6 15.2 14.0 16.8 17.2 18.5 25.1 12.8 23.7 16.6 17.0 25.9 25.3 29.3
PromptCase

aseGNN

Two-stage
SAILER 23.8 25.7 24.7 25.2 43.9 42.7 48.4 19.6 32.6 24.5 23.5 37.3 36.1 40.8
PromptCase 23.5 25.3 24.4 30.3 41.2 39.6 45.1 21.8 36.3 27.2 26.5 39.9 38.7 44.0 |
CaseGNN (Ours)|22.9£0.1 27.24+0.1 24.9+0.1 27.0+0.1 54.9+0.4 54.0+£0.5 57.3+0.6|20.2+0.2 37.6+0.5 26.3+0.3 27.3+£0.2 45.8+0.9 44.44+0.8 49.6+0.8

« CaseGNN outperforms other baselines.

« CaseGNN is based on PromptCase, the newly proposed graph-based
framework can significantly enhance the performance.

33
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Conclusion of Research 2

« Legal structural information is important and can be utilised by graph
neural network.

« Case graphs help avoid lengthy case text and preserve legal context.

34



Research 3

CaseGNN++:
Graph Contrastive Learning for Legal Case

Retrieval with Graph Augmentation

THE UNIVERSITY
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Challenges

« The underutilization of rich edge information within text-attributed case
graphs limits CaseGNN to generate informative case representation

 The inadequacy of labelled data in legal datasets hinders the training of
CaseGNN model.

36
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CaseGNN++ Framework

l'|c,fa t /
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< G O ©
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\ hjhard-
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* Edge-update graph attention layer  * Graph contrastive learning & graph
(EUGAT) augmentation:

— Comprehensively update node and — Edge dropping

edge features during graph modelling  _ Featyre masking: node or edge feature -
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Overall Performance

COLIEE2022
Methods
P@5 R@5 Mi-F1 Ma-F1 = MRR@5 MAP  NDCG@5

One-stage

BM25 17.9 21.2 194 214 23.6 25.4 33.6
LEGAL-BERT 4.47 5.30 4.85 5.38 7.42 7.47 10.9
MonoT5 0.71 0.65 0.60 0.79 1.39 1.41 1.73
SAILER 16.6 15.2 14.0 16.8 17.2 18.5 25.1
PromptCase 17:1 20.3 18.5 20.5 35:1 33.9 38.7

CaseGNN (Ours) 35.5+0.2 42.1+0.2 38.4+03 42.4+0.1 66.8+0.8 64.4+09 69.3£0.8
CaseGNN++ (Ours) | 36.5+0.6 43.3+0.7 39.6+0.6 43.8+0.7 68.1+1.1 65.3+1.1

Two-stage
SAILER 23.8 25.7 24.7 25.2 43.9 42.7 8.4
PromptCase 23.5 25.3 24.4 30.3 41.2 39.6 45.1

CaseGNN++ (Ours) | 24.8+0.1 29.4+0.1 26.9+0.1 29.3+0.1 55.6+0.6 54.3+0.3 58.1+0.3

CaseGNN (Ours) 22.9+0.1 27.2+0.1 249+0.1 27.0£0.1 54.9+0.4 54.0£0.5 57.3£0.6 ]




Overall Performance

THE UNIVERSITY
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Methods COLIEE2023

P@5 R@5 Mi-F1 Ma-F1 =~ MRR@5 MAP  NDCG@5
One-stage
BM25 16.5 30.6 214 22.2 23.1 20.4 23.7
LEGAL-BERT 4.64 8.61 6.03 6.03 11.4 11.3 13.6
MonoT5 0.38 0.70 0.49 0.47 1.17 1.33 0.61
SAILER 12.8 23.7 16.6 17.0 25.9 25.3 29.3
PromptCase 16.0 29.7 20.8 21.5 32.7 32.0 36.2
CaseGNN (Ours) 17.7£0.7 32.840.7 23.0+0.5 23.6+0.5 389+1.1 37.7+0.8 42.8+£0.7
CaseGNN++ (Ours) | 18.2+0.3 33.8+04 23.7+0.4 24.3+0.3 40.0+0.2 38.9+0.3 43.8+0.3
Two-stage
SAILER 19.6 32.6 24.5 23.5 37.3 36.1 40.8
PromptCase 21.8 36.3 27.2 26.5 39.9 38.7 44.0
CaseGNN (Ours) 20.2+0.2 37.6£0.5 26.3+0.3 27.3+0.2 45.8+0.9 44.4+0.8 49.6+0.8
CaseGNN++ (Ours) | 20.4+0.1 37.9+0.2 26.6+0.2 27.5+0.2 45.9+0.4 44.5+0.3 49.9+0.3

39



THE UNIVERSITY
OF QUEENSLAND
AAAAAAAAA

CaseGNN & CaseGNN++ Case Study

» Successful retrieval by CaseGNN & CaseGNN++ but not by PromptCase.

can be drawn
in favour of
taxpayer
to

conclusion \

c'iq,issue

conclusion
can be drawn

in favour of
taxpayer

Gd+,issue

... if a conclusion can be
drawn in favour of the
taxpayer ... to ...

legal issue of query case q

... " taxpayer ...

" ...so thatif
a conclusion can be drawn in
favour of the taxpayer...

legal issue of candidate case d+

* Original text:

entities and relationships
are far from each other.
Language models are not
good at long
dependency.

 TACG:

brings multiple entities
together.

40
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Caselink:
Inductive Graph Learning for Legal Case
Retrieval
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Challenges

« The inductive nature of case reference in legal case retrieval.

- ° N\ [ q o N

\
\ . T~
. , ~.
O . , -0
. , .

o ° o o g
\_© BZRNS =/

(a) Training set with  (b) Inductive learning to uncover edges from

ground truth edges. unseen testing set.
Figure (a) Figure (b)
. node: query cases in training set « Blue node: query cases in test set
. node: candidate cases in training set ¢ Grey node: candidate cases in test set

« Solid edges: referenced relation (label) « Dashed edges: predicted referenced relation

42
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Challenges

« The intrinsic case connectivity relationships are important for legal case
retrieval.

{ Case reference ] [ Case semantic ] [Case legal charge]
relationship relationship relationship

[ Intrinsic case connectivity I I Uncover the relevance ]
relationships between cases
Lafond v. Muskeg Lake Cree Nation (2008), 330 F.T.R. 60 (FC)

BACKGROUND semantically

On February 13, 2006, the applicant was elected as a councillor to the R . refe re n Ced
MLCN Band Council for a term of three years. The respondent Band is SI m I Ia r

located in the province of Saskatchewan and has reserve land ... Case

case
ANALYSIS

Does this Court have jurisdiction over the present application? I a be I
In order to determine the jurisdiction of the Federal Court in this matter,

it is imperative to... Indeed this was recognized by the Federal Court of

Appeal in FRAGMENT SUPPRESSED, where it held that

FRAGMENT SUPPRESSED... Respecting the Government Elections and

Related Regulations of the Muskeg Lake Cree Nation (the Election Act) ... q u e ry

ORDER Case
For these reasons, the application for judicial review of Chief Ledoux's Ch a rg e
decision will be allowed.

43



Solution

« A pool of cases is converted into a structured graph

— Case-case bm25 (blue)

— Case-charge (red)

— Charge-charge (

Case Pool

0
Global Case Graph

THE UNIVERSITY
OF QUEENSLAND

AUSTRALIA
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GCG Compared with TACG
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.............. taxpayer
Vg:act appeaigd/o reassessment ~ reasonable expectation
farimer of income from various
revenue sources  /
Gc,fact c';c,issue
TACG
A GCG includes a pool of cases. A TACG stands for a case.

Every node is a case.

Every node is an entity of the case.

45



CaselLink Framework

THE UNIVERSITY
OF QUEENSLAND
AAAAAAAAA

Contrastive
Learning

Graph
Structural

Learning

* For query q4, ds is a positive sample and d,, d, are negative samples.

*{ = fnfoNCE + 4 [DegReg

46
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Degree Regularisation (DegReg)

 Motivation:

— Real-world sparse situation: candidate case will be only related to a small
number of query cases of pool - low degree

— Providing the training signal for candidate cases

* fDegReg = Z(Acandidate)l
— Minimising the degree of candidate nodes
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Experiment

Settings: the same as CaseGNN

Overall performance:

5 \ COLIEE2022 COLIEE2023
ethods
| P@5 R@5 Mi-F1 Ma-F1 MRR@5 MAP NDCG@5 | P@5 R@5 Mi-F1 Ma-F1 MRR@5 MAP NDCG@5
(Q.n.nstage
BM25 17.9 21.2 19.4 21.4 23.6 25.4 33.6 16.5 30.6 21.4 22.2 23.1 20.4 237 )
LEGAL-BERT 4.47 5.30 4.85 5.38 7.42 7.47 10.9 4.64 8.61 6.03 6.03 11.4 11.3 13.6
MonoT5 0.71 0.65 0.60 0.79 1.39 1.41 1.73 0.38 0.70 0.49 0.47 1.17 1.33 0.61
SAILER 16.6 15.2 14.0 16.8 17.2 18.5 25.1 12.8 23.7 16.6 17.0 25.9 25.3 29.3
\. PromptCase 17.1 20.3 18.5 20.5 35.1 33.9 38.7 16.0 29.7 20.8 215 307 32.0 362 )
[ CaseGNN 35.5+0.2 42.1+0.2 38.4+0.3 42.4+0.1 66.8+0.8 64.4+0.9  69.3+0.8 | 17.7+0.7 32.8+0.7 23.0+0.5 23.6+0.5 38.9+1.1 37.7+0.8  42.8+0.7 )
CaseLink (Ours) | 37.0+0.1 43.9+0.1 40.1+0.1 44.2+0.1 67.3+0.5 65.0£0.2 70.3+0.1 | 20.9+0.3 38.4+0.6 27.1+0.3 28.2+0.3 45.840.5 44.3+0.7 49.8+0.4

Two-stage

SAILER 23.8 2507 247 25.2 43.9 42.7 48.4 19.6 32.6 24.5 23.5 37.3 36.1 40.8
PromptCase 23.5 25.3 244 30.3 41.2 39.6 45.1 21.8 36.3 27.2 26.5 39.9 38.7 44.0
CaseGNN 22.9+0.1 27.240.1 24.9+0.1 27.0+0.1 54.9+0.4 54.0+0.5 57.3+0.6 | 20.2+0.2 37.6+0.5 26.3+0.3 27.3+0.2 45.8+0.9 44.4+0.8  49.6+0.8

CaseLink (Ours) | 24.7+0.1 29.1+0.1 26.8+0.1 29.2+0.1 56.0+0.2 55.0+0.2 58.6+0.1 | 21.0+0.3 38.9+0.5 27.1+0.3 28.2+0.3 48.8+0.2 47.2+0.1 52.6+0.1

« (Caselink performs the best, better than CaseGNN.

« The performance of graph-based methods (CaseGNN and CaselLink) are
significantly better.
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Conclusion of Research 4

« Global Case Graph provides effective connections among cases.

« Degree regularisation can provide effective training signals for
candidate cases.
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Key Takeaways

e Structural legal information is essential for legal case
retrieval.

*Both intra-case structural information and inter-case
structural information can highly be beneficial to legal case
retrieval.
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